Reply to reviewers
Reviewer A:

Major Comments   This paper talks a lot about model spread and model ranges, uncertainty, model and observational errors, variability, predictability etc. etc. All these terms have general English definitions but here I presume that many also have technical definitions. Is there a difference between an observational uncertainty and an observational error? There is opportunity here to tighten up the language and make clear, for example, the fundamental difference between the spread of model projections and the uncertainty in projections (see minor comment below).   

We have improved our definition of e.g. (potential) predictability a bit better, but did not go systematically through all definitions of “error”, “uncertainty”, etc as it is outside the scope of this paper.

Regarding the recommendations, I would fully support the continuation of CMIPs and the new work on the observational side and of the metrics panel. The vision they present is one in which we have multiple simulations from multiple models, evaluated using multiple data sets and multiple metrics. But how does all this help us to increase our understanding of the climate system and to make more certain projections for the future? Is it just enough to collect all this data or do we need some new ways of processing it? How does all this work link back to the model development? I would be interested on the views of the authors on what should be done with all this information.   

A much more targeted set of recommendations is given now in the final section of the paper.

Minor Comment   Line 75: I am not sure I agree that “The spread between equally forced models at longer projection time scales or averaging intervals can be considered to be related to the total model uncertainty.” All models contain known errors so we might assume that the multi-model spread is really an overestimate of the ‘true’ uncertainty as we know we can improve models. Alternatively, we don’t represent all physical, chemical and biological processes, so we might assume that the spread is an underestimate of the uncertainty. I think this sentence and associate paragraph could be improved.   

We agree with the reviewer here, but think this argument is well captured in the sentence right after the one referred to: “However, this spread does not reflect systematic biases in the models, it assumes that the model sample is representative across the model space, and may be limited due to model formulations that are mutually similar.”

Figures: It is a shame not to have any. 

Point taken.

Reviewer B:

l.62-64. These are the goals of CMIP5; it should be noted that he current state of the project is not quite there yet. The metadata is not yet available and the data can only be retrieved at great effort or through secondary archives like the one at ETHZ. Please make clear that the process of building CMIP5 is still going on.

Done
l.69 "averaging period" add "or spatial scale". Local projections have much larger variability than global means.

Done
l.81: It should be mentioned that all climate models share common differences with the real world, eg missing small-scale processes, so that there is often a bias (offset) between the model ensemble and the observations that cannot be reduced by adding more models but only by improving the models to include the relevant processes.

Disclaimer added: “Although an increased model ensemble does not capture model deficiencies common to all models (like missing small-scale processes), it is informative…”

l.162 "Model evaluation is primarily a research activity that parallels the

routine or “operational” application of model versions" I do not understand what this means.

Reformulated as “In practice model evaluation and generation of “operational” climate model projections are parallel processes, where the model versions…”

l.208 "At smaller spatial scales the CMIP5 subset outperforms the earlier CMIP3 ensemble, at least for longer time scales." Can you cite some article for this statement? (Or indeed, the whole paragraph?)

It is the work presented by Sakaguchi, now referenced.

The recommendations mentioned are sensible ones. I miss a mention of the need to bring researchers together in conferences and workshops to compare results and build up a coherent picture. The Denver conference and indeed the IPCC process were meant to do this, but given the late availability of the CMIP5 data many analyses are being performed after the Open Science Conference, and indeed probably after the IPCC AR5 WG1 literature cut-off.

See comment to reviewer A
The paper is very well written. In the introduction somewhat more emphasis should be placed on the fact that this is a report of a session at the Open Science Conference in Denver in October 2011, and not a review of the whole field nor the state of the art at some later date, given the very quick progress being made.

Thank you for the comment
Reviewer C:

The paper talks about the process of model evaluation and provides a few examples of analyses currently underway. This is fine, but doesn't really serve the purpose of what I think a 'position paper' should do, namely to lay out a vision for the future, some tangible, tractable, interesting and important direction for the WCRP community in the future, some priorities, some gaps and how to fill them. The only real recommendations, in the last two paragraphs of the paper, are to encourage better connection between observations and models (a perennial 'motherhood' statement), and promote more process-oriented evaluation and performance metrics. Nothing about how to do this. Nothing about why these are priorities. Nothing about the roadblocks needed to be overcome. Etc.  

See the new paragraph on the recommendations
2) As noted above, better connecting models and observations is something that is said all the time. The only concrete suggestion for improving this seems to be expanding upon the "obs4MIPs" project, but this is largely limited to satellite data and does not address the very important issue of quantifying observational uncertainty and blending different sorts of observations to provide 'optimal' estimates of various climate quantities. This comes across as a 'pet project' of one of the authors and not really something underpinned by a broader community. I would also note the inherent danger in assembling data sets advertised as *the* data sets for model evaluation -- as in many areas, diversity is important, if only to highlight the uncertainty inherent in any data set (the same argument as why multi-model ensembles are vital). 

True, but that is not the intention of this section. It is more or less covered in the introduction section, where the unknown quality of reference data set is mentioned as one of the important issues of climate model assessment. Although Obs4MIP may seem a pet project, we think it is a good example of a close collaboration between observation collectors and modelers, by putting the observations at the heart of the model evaluation tools.
The second concrete suggestion of promoting process-oriented evaluation and performance metrics is fine, but there is no real vision expressed here as to how to make more rapid progress. All that is suggested is ‘continuation of the WGNE/WGCM metrics panel’ – not much of a visionary statement.  

See new recommendation section
3) As can be seen from above, I found the recommendations to be sparse and the discussion of priorities lacking altogether.  

See new recommendation section

4) The only mention of international coordination or integration mechanisms was a statement that WCRP Modelling Council could play a larger role, and that the WGNE/WGCM metrics panel should continue. Not much of a 'position'.  

See new recommendation section

5) as noted in (1), some editing would be helpful. E.g. text says 'disclosing' satellite data sets in two places. I think 'disseminating' or 'assembling' or something would be better. There are several such instances of awkward wording, but in general readability is not a huge problem.  

Some corrections applied
6) the use of the term "out-of-sample" on line 93 will not be understandable by many readers. And I think one has to be careful about this kind of statement. Paleo SST estimates are really only 'out-of-sample' if the model developers were completely ignorant of these data, or intentionally avoided all attempts to undertake paleo climate simulations until after the model was 'frozen' (and then avoided the temptation to make some parameter tweaks to get a bit better agreement!). This is typically not the case -- modelling groups who do paleo climate simulations are aware of the paleo climate data, and those that do not do paleo climate simulations do not expose their models to this particular 'out-of-sample' test (i.e. not all models in the CMIP5 archive participate in the PMIP subset of experiments). Further it is very frequently the case that paleo climate simulations are done with a different version of the model (e.g. older, lower resolution) than the version used for 20th century or future projections, and so such tests are not all that useful even in principle. 

As in all model development activities, the developers are aware of and make use of (either explicitly or implicitly) a variety of observations to assess their model while it is being developed, and surface temperature is probably the most widely available and used. One should of course strive for completely independent data sets for model evaluation, but this is always a bit of a grey area.   

We agree with the reviewer. However, with the term “out of sample” we intend to refer to a period not covered in the modern data sets. This has been described a bit better in the main text.

Reviewer D:
Listing all the potentially important issues in assessing the reliability of CMIP5 models. Of course, them are much more than the issues discussed in the session, so that the list should be followed by the description for which was presented and discussed. I understand that the paper is designated to summarize the session, but the above listing procedure will make readers to grasp the whole aspect of the problem.

An introduction paragraph has been added to the intro-section of the manuscript.

Linking the arguments in this paper with those in the other sessions. For example, the decadal climate predictability and its relevance for the model assessments (L. 103-117) are obviously related with the session B1, and the uncertainty of the global-mean temperature response to the radiative forcing (L. 119-133) has been extensively discussed in terms of the climate sensitivity and the forcing-feedback issues at the session B12. This kind of the coordinated structure of the position papers may require further burden to the authors, but I wonder this is very useful not only for readers who find of interest in multiple sessions but also for making summary recommendations to WCRP.

It is indeed tempting to give a comprehensive review of all topics that were presented during this session, including referencing to other OSC sessions, but it would be difficult to make a logical limitation of the extent of its scope. Indeed, session B1 did contain many relevant presentation concerning the decadal predictability, but even more could be found in the open literature. We have decided not to aim for a full review of the topics, but to review the topics presented at the session and link them to the recommendations to WCRP.

1. It appears that most of the works presented at the session are introduced in the text, but yet some are missing. Daniera Matei’s presentation and her recent paper (Matei et al. 2012, Science,335,doi: 10.1126/science.1210299)should be cited at discussing the decadal predictability. 
Done

Also presentation by Keith Williams about the Transpose AMIP would be relevant to discuss the seamless model evaluation/prediction in this paper.

It is discussed in the paragraph on CREM.

On the other hand, it is not clear who has lead the work described at L. 202-209.

It is the work presented by Sakaguchi, now referenced.

2. Given that the Earth system is a wider concept that includes the climate system, the order of presentation might be the other way round.

We consider this as a matter of taste and prefer to keep the order as it is

3. There are many abbreviations in the text, some of which are not spelled out while the others defined but note referred to thereafter. Authors might check whether those abbreviations are necessary, and defined at the appropriate place. Frequent definition of the abbreviation sometimes disturbs the reading, so I’d alternatively suggest summarizing the abbreviations in a list at the end of the text.

Done

4. L. 109-111: This argument is not wrong, but we would have to distinguish the estimates of predictability with and without the model errors. The work by Branstator and Teng (2010) is, as far as I understand, based on the perfect model scenario assuming no model errors. 

Agreed. We’ve added a clarifying sentence: “This procedure does assume the absence of model error and thus maps the inherent predictability in the modelled climate, which can be considered as an upper limit of predictability under the assumption that models are free of systematic errors.”

Suggestion for sentence changes

All done

