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Abstract 
Many of the findings of the Charney Report on CO2-induced climate change published in 1979 are still valid, even after 30 additional years of climate research and observations. This paper considers the reasons why the report was so prescient, and assesses the progress achieved since its publication. We suggest that emphasis on the importance of physical understanding gained through the use of theory and simple models, both in isolation and as an aid in the interpretation of the results of General Circulation Models, provided much of the authors’ insight at the time. Increased emphasis on these aspects of research is likely to continue to be productive in the future, and even to constitute one of the most efficient routes towards improved climate change assessments. 
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1   Introduction  
In 1896 Svante Arrhenius first suggested that increased CO2 in the atmosphere might affect climate. Observational evidence that CO2 concentrations were actually increasing in the atmosphere became available in the 1960s, thanks to the continuous measurement begun by Charles D. Keeling in 1958. In 1979 the US National Academy of Sciences asked a small work group of scientists led by Jule Charney to undertake a scientific assessment of the possible effects of CO2 on climate (Charney et al. 1979 : “Carbon Dioxide and Climate: A Scientific Assessment”). Owing to the striking consistency of most of its conclusions with those of current assessments on climate change, the report (which became known as the “Charney Report”) arouses admiration but also inevitably makes us wonder: since then, what progress have we made in assessing the effects of CO2 on climate in the  last 30 years? Where are the gaps? What are the implications for community efforts to improve assessments of future long-term climate change? This paper addresses these issues based on the personal reflections of a small group of scientists from a range of backgrounds and specialities. 


After a brief presentation of the Charney report (section 2), we discuss the scientific progress (or lack of progress) addressed in the key disciplines identified by this report (section 3). In section 4, we highlight lessons drawn from climate research over the last decades, and make some suggestions for further progress.

2   The Charney Report 
In the foreword to the Charney report, Vern Suomi noted that scientists had known for more than a century that changing atmospheric composition could affect climate, that they now had “incontrovertible evidence” that atmospheric composition was indeed changing and that this had prompted a number of recent investigations of the implications of increasing CO2. Thus the Charney Report was written at an auspicious moment:  twenty years of measurements at Mauna Loa had established beyond doubt that CO2 concentrations were rising, and general circulation models were just beginning to be applied to understanding the consequences. 
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The relatively high impact of the Charney Report might be  partially attributable to its succinctness. The whole report is 16 ½ small pages long, and the main conclusions are summarized in an introductory section only 2 ¼ pages in length. The authors begin by estimating that CO2 concentrations would double by some time in the first half of the 21st Century, and proceed to estimate the resultant change in equilibrium global mean surface temperature to be near 3ºC with larger increases at higher latitudes. After discussing the uncertainties inherent in such an estimate, they state that it is significant, however, that none of the model calculations predicts negligible warming. While the report focuses on changes in global mean temperature, the authors note that 
The evidence is that the variations in these anomalies with latitude, longitude, and season will be at least as great as the globally averaged changes themselves, and it would be misleading to predict regional climatic changes on the basis of global or zonal averages alone.
While the authors make it clear that their conclusions are based primarily on the results of three-dimensional general circulation models, they state that 
Our confidence in our conclusion that a doubling of CO2 will eventually result in significant temperature increases and other climate changes is based on the fact that the results of the radiative-convective and heat-balance model studies can be understood in purely physical terms and are verified by the more complex GCM's. [General Circulation Models]
The authors’ philosophy in using GCMs is emphasized again, later in the report:
In order to assess the climatic effects of increased atmospheric concentrations of CO2, we consider first the primary physical processes that influence the climatic system as a whole. These processes are best studied in simple models whose physical characteristics may readily be comprehended. The understanding derived from these studies enables one better to assess the performance of the three-dimensional circulation models on which accurate estimates must be based.
The authors discussed what they considered to be the primary obstacles to better projections of climate change, including the rates at which heat and CO2 are mixed into the deep ocean and the feedback effect of changing clouds. They also discussed their inability to say much about the regional patterns of climate change, given the large uncertainties associated with regional climate projections from GCMs. Such issues remain very much alive today. 

 What made the Charney Report so prescient? The emphasis on the importance of physical understanding gained through theory and simple models, both for its own sake, to facilitate the distillation of scientific knowledge, and to help interpret and check the results of GCMs, proved highly productive and led to a projection of the global mean temperature increase that is virtually identical to current projections, even though the authors did not have the benefit of a clear signal of warming in the observations at their disposal. For instance, the authors used a variety of approaches to estimate climate feedbacks, starting with simple physical principles and assumptions, working through one-dimensional models to make an initial quantification of feedbacks, and using full general circulation models to refine or extend that assessment. This meant that they had a good understanding of the main processes governing climate sensitivity, and could defend their range of answers without having to rely on complex models. This may be why their findings were accepted and have stood the test of time.

3   Key areas of progress (or lack of progress) since the Charney Report 
The importance of non-CO2 forcings such as methane or other long-lived greenhouse gases, ozone and aerosols, has been emphasized since the publication of the Charney Report, especially for  interpreting the evolution of the 20th century climate. However, we expect the increase in CO2 concentration to dominate the acceleration of the anthropogenic forcing over the next decades. Therefore,  anticipating the effects of CO2 on climate remains a key issue. The progress achieved on that issue over the last three decades is discussed here by considering the different components of the CO2-induced climate change problem considered by the Charney report: the evolution of carbon in the atmosphere (section 3.1), the CO2 radiative forcing (section 3.2), climate sensitivity (section 3.3), the physical processes important for climate feedbacks (section 3.4), the role of the ocean (section 3.5), and the credibility of GCM projections (section 3.6).   

3.1   Carbon in the atmosphere 

The Charney Report presented little new information on the global carbon cycle, only briefly summarizing  its key features, based on a SCOPE review book published on the same year (Bolin et al., 1979). This includes comments that the “proper role of the deep sea as a potential sink for fossil-fuel CO2 has not been accurately assessed” and “whether some increase of carbon in the remaining world forests has occurred is not known”. Nevertheless, the report concluded that “Considering the uncertainties, it would appear that a doubling of atmospheric carbon dioxide will occur by about 2030 if the use of fossil fuels continues to grow at a rate of about 4 percent per year, as was the case until a few years ago. If the growth rate were 2 percent, the time for doubling would be delayed by 15 to 20 years, while a constant use of fossil fuels at today’s levels shifts the time for doubling well into the twenty-second century.” Although they do not say so explicitly, their main assumption appears to be that the ocean acts as the sole sink of anthropogenic carbon, and that the terrestrial biosphere remains neutral. Also, they report that “it has been customary to assume to begin with that about 50 percent of the emissions will stay in the atmosphere”.

We now have a clearer and much more quantitative picture of the global carbon cycle. Although deforestation is still recognized as a source of CO2 (LeQuéré et al. 2009; Friedlingstein et al. 2010), terrestrial ecosystems overall are now understood to be net sinks of anthropogenic CO2 , absorbing about the same amount of  CO2 as the global oceans. This is now well known from observations of combined changes in atmospheric CO2  and O2, top-down inversions of atmospheric  CO2, and bottom-up modelling of ocean and terrestrial biogeochemistry (see Denman et al. 2007 for a review of these different methods).  


Over the last decade, work has also shown how climate change might affect the ability of both oceans and land ecosystems to absorb atmospheric CO2. Modelling studies performed this last decade have suggested a positive feedback between climate change and the global carbon cycle (Cox et al. 2000; Dufresne et al. 2002).  Increased stratification of the upper-ocean due to warming at the surface reduces the export of carbon from the surface to the deep ocean, and hence limits the air-sea exchange of CO2. Declining productivity in tropical forests and a general increase in the rate of soil carbon decomposition (heterotrophic respiration) partially offset the land carbon uptake due to the CO2 fertilization effect.  Despite the large uncertainty in the magnitude of the climate carbon cycle feedback (Friedlingstein et al. 2006), analysis of proxy-based temperature and CO2 from ice cores indicates that it is likely to be positive (Frank et al. 2010). The airborne fraction is expected to increase in the future as a result of sinks saturating with increasing CO2 and declining in a warmer world. Coupled climate carbon cycle models suggest the airborne fraction could rise from the current value of 45% to 62% (median estimate). Analysis of the past 50 years seems to indicate that the airborne fraction has already increased (LeQuéré et al. 2009). In the context of the Charney report, this finding would not alter the estimate of the climate sensitivity, as it is based on the climate response to a prescribed doubling of the CO2  concentration, however, it would accelerate the timing of the CO2 doubling (Fig. 1).  
 Perhaps the most important development has simply been the ice core CO2 records, which began to appear shortly after the Charney report (Delmas et al. 1980).  The remarkable glacial-interglacial fluctuations of the CO2 provide constraints on climate sensitivity and pose a challenge to our understanding of the controls on the background carbon cycle that is being perturbed by anthropogenic emissions. 
3.2   Radiative forcing 
The concepts of radiative forcing and equilibrium climate sensitivity were well established at the time of the Charney report. The major issues in estimating the radiative forcing for an atmosphere with fixed clouds and water vapor had already been addressed in the literature on which the Charney report is based (e.g. Ramanathan et al. 1979; Manabe and Wetherald 1967, 1975). The importance of using radiative fluxes at the tropopause rather than the surface, the stratospheric adjustment, the dependence of CO2  absorption on CO2  concentration, and the overlap between the H2O and CO2 absorbing bands were all discussed. The radiative forcing for a doubling of CO2 concentration was estimated in the report to be about 4 W m-2 within an uncertainty of ±25%. The authors anticipated some of the difficulty of computing this forcing, and rejected much larger values in the available literature (e.g., MacDonald et al. estimated a radiative forcing of 6 to 8 Wm-2) on methodological grounds. 

Since the report, the radiative calculations underlying this computation have been regularly improved, with the number of absorption lines used in radiative transfer calculations increasing by a factor of several tens and a larger number of gas species taken into account, while the water vapor absorption continuum is better if still incompletely understood. For standard atmospheric profiles, the value of the CO2 radiative forcing estimated with different line-by-line radiation codes vary with only about a 2% standard deviation, while estimates from GCM codes exhibit a larger standard deviation of about 10% (Collins et al. 2006). These differences increase if one takes into account uncertainties in the specified cloud distribution and the fuzziness in the definition of the tropopause. Yet the current best estimate for this “classic” radiative forcing, 3.7 ± 0.3 W m-2 (Myhre et al. 2001, Gregory and Webb, 2008), is fully consistent with the estimate in the Charney report, while the uncertainty has been considerably reduced. 
However, the concept of radiative forcing continues to evolve, particularly owing to the recognition that the fast responses to a change in CO2 (responses that occur before the oceans and troposphere warm significantly) include not only the stratospheric adjustment but also tropospheric changes, particularly in cloud.  This alters the definitions of both forcing and feedback (e.g., Hansen et al., 2002, Shine et al., 2003, Gregory et al 2004, Andrews and Forster, 2008).  These new concepts are proving valuable in sharpening our understanding of the spread of model responses (Gregory and Webb, 2008, Williams et al., 2008), but in the process one loses the clean distinction between a “forcing” that can be computed from radiative processes alone and “feedbacks” that are model dependent.  

3.3   Climate sensitivity
The Charney report produced a range in equilibrium climate sensitivity of 1.5 - 4.5 ºC, with a best guess of 3ºC.  As is well known, the large range has proven difficult to reduce. IPCC AR4 (Meehl et al. 2007) states that the equilibrium climate sensitivity is “likely to be in the range 2 - 4.5 ºC, with a best estimate of 3 ºC”.  

Since the Charney report, it has been emphasized how the definition of “equilibrium” depends on which relatively slow processes are considered, including the evolution of the Greenland and Antarctic ice sheets as well as the carbon and other biogeochemical cycles.  It has been argued, in particular, that albedo feedback from the ice sheets can increase climate sensitivity substantially above that estimated from the relatively fast feedbacks considered in the Charney report (e.g., Hansen 2011).

A number of issues that dominate many current discussions of climate sensitivity do not appear in the Charney report.  There is no discussion of transient climate sensitivity or appreciation of the multi-century time scales required to approach these equilbrium responses (see Section 3.4). There is also little discussion of observational constraints on climate sensitivity -- such as the response to volcanic aerosol in the stratosphere, the response to the eleven year solar cycle, and the glacial-interglacial responses to orbital parameter variations (and many other paleoclimate observations), and most, obviously, the warming trends over the past century itself -- and the role of models in interpreting these observations, for example, by determining how a response to the Pinatubo volcano relates to responses to more slowly evolving greenhouse gas forcings. And the report reads very differently from recent assessments in that there is no discussion of detection and attribution, and consistently, no discussion of non-CO2 anthropogenic forcings (greenhouse gases other than CO2, aerosols, land-use changes). Nevertheless, the power of the climate sensitivity concept highlighted by the report is likely to have influenced the current thinking about the effect of non-CO2 forcing agents on climate.

Finally, there is little or no attempt to discuss the hydrological cycle or regional climate changes or climate extremes.  Was this a  flaw in the report?  Why should we care about global mean climate sensitivity?  We return to this question in Section 4 below.

3.4  Principal feedbacks
The Charney Report clearly outlined the main feedback mechanisms within the physical climate system and endeavoured to estimate the climate sensitivity through their quantification. The report’s focus was on the water vapour and surface albedo changes, as these were the best known feedback mechanisms (e,g, Manabe and Wetherald 1967), and the nature or sign of each could be inferred based on simple physical arguments; one expects the absolute humidity to increase as the atmosphere warms while maintaining an approximately constant relative humidity, and the surface albedo to decrease as snow and ice retreat with surface warming. Based on model studies that incorporated this reasoning, the Charney Report estimated the magnitude of the water-vapour feedback to be 2.0 W m-2 K-1 and gave 0.3 W m-2 K-1 as the most likely value for the surface albedo feedback. For reference the water vapor and lapse rate feedbacks as most recently assessed by the IPCC are 1.8±0.18 and 0.26±0.08 W m-2 K-1 respectively (Randall et al. 2007). Thus while our best estimate of the magnitude of these important feedbacks has changed little since the Charney Report, considerable effort and progress has been made in establishing the robustness of the physical reasoning that underpinned their assessment, and in assessing it using observations (e.g. Soden et al. 2005).  


The Charney Report also recognized possible changes in cloudiness, relative humidity, and temperature lapse rates as the leading sources of uncertainty in their estimate of climate sensitivity, associating a feedback strength of 0 ±0.5 W m-2 K-1, with the combined effects of such processes.  The report is not at all clear as to how its authors arrived at this number, although it seems likely that the magnitude of the water vapour feedback which was and is generally believed to be “the most important and obvious of the feedback effects”, and a desire to maintain consistency with the general circulation model studies, may have played a role in their thinking. For reference, the IPCC most recently assessed the combined effect of the lapse rate and cloud feedbacks, each of which is estimated as somewhat stronger than 0.5 W m-2 K-1 but of opposing sign, as 0.15±0.46 W m-2 K-1.


Admittedly little progress has been made in narrowing the uncertainty the Charney Report ascribed to the net effects of these climate feedbacks. Discussions about the potential role of cloud-aerosols interactions in these feedbacks have even complicated the issue. But this does not imply that progress in our understanding and estimation of climate feedbacks is out of reach (Bony et al 2006; see also Hannart et al 2009 for a response to the argument of Roe and Baker (2007) that reducing this uncertainty will be very difficult for fundamental statistical reasons). Actually, important strides have been made towards developing better physical understanding of physical mechanisms associated with climate feedbacks. At the time of the Charney Report there seems to have been little more than a vague idea as to why cloudiness should change with either increasing concentrations of greenhouse gases or surface temperatures.  The intervening decades have seen an articulation of a wide variety of mechanisms, ranging from the tendency for clouds to shift upward as the climate warms (e.g. Hansen et al. 1984; Wetherald and Manabe 1988; Mitchell and Ingram 1992), hypotheses that link cloud liquid water to the lapse rate of liquid water (Somerville and Remer 1984), cloud amounts in the subtropics to the tropical temperature lapse rates (Klein and Hartmann 1993), these lapse-rates themselves having been linked to the behavior of deep convection (Zhang and Bretherton 2010). Ideas have also emerged as to why the storm tracks can be expected to migrate poleward in a warmer climate, and how this effect may redistribute clouds relative to the distribution of solar radiation, or how the increased surface fluxes and changing profiles of moist static energy demanded by an atmosphere that maintains a constant relative humidity might be expected to produce more precipitation, but fewer clouds (Held and Soden 2006; Brient and Bony 2012; Rieck et al. 2012).

3.5   Role of the ocean 
The Charney Report considered the primary role of the ocean in climate change as setting the timescale over which heat and carbon are sequestered into the ocean interior, and there was little appreciation for the role of the ocean in climate dynamics at decadal to centennial time scales. From a modern perspective, its treatment of the oceans is likely its weakest aspect. 


While the report correctly anticipated the role of ocean intermediate and mode waters in controlling the rate at which the ocean takes up heat, there was little understanding of the physical mechanisms involved in this control (Fig. 2). Ocean heat content may change through passive ventilation, whereby a water parcel interacting with the atmosphere carries heat into the interior largely through isopycnal transport (e.g., Church et al 1991). Additionally, ocean heat may be modified as stratification increases and overturning circulation decreases, so that interior ocean properties accumulate (Banks and Gregory 2006).


Ocean observations and modelling capabilities were very rudimentary 30 years ago.  The observational network, which formerly consisted of measurements by ship-based platforms, has been revolutionized by satellite measurements and profiling floats (Freeland et al. 2010). The density of the measurements in the upper 700 m of the ocean, while not covering the mode waters that ventilate at high latitudes, have nonetheless begun to make it possible to track changes in ocean heat content on decadal scales (Lyman et al. 2010). However, large uncertainties remain in current observational estimates of the ocean heat content. It is likely that difficulties in closing the Earth's global heat budget (Trenberth and Fasullo 2010) partly result from these uncertainties, although Meehl et al. (2011) suggest that deep-ocean heat uptake may explain the apparent 'missing heat'.


The oceanic component of climate models, though still possessing errors and limitations, has advanced greatly over the last decades. A new generation of models is now able to represent important processes such as mesoscale eddies (e.g., Farneti et al. 2010) and high latitude shelf and overflow processes (e.g., Legg et al 2009) that regulate how the ocean transports heat and mass from the surface to its interior.  


The incorporation of the new generation of measurements into both process and realistic ocean climate models now facilitates mechanistic interpretations of observations and physically based evaluation of more complex models (see, e.g., Griffies et al. 2010), thereby developing the type of robust understanding that must underlie our confidence in estimates of the ocean’s role in climate change. 


Through this process, the role of stratification has emerged as a particularly important one. In addition to its role in the carbon cycle and net ocean heat uptake (mentioned in the Charney report), the stratification of the ocean may also modify much shorter time-scale processes ranging from decadal climate fluctuations, to ENSO, to the life-cycle of tropical cyclones which depend crucially on their ability to extract heat from the upper ocean. This contributes to our increasing appreciation of the importance of characterizing climate variability on the decadal to century time scales, and the potential for internal variability to complicate the attribution of observed climate changes to specific anthropogenic forcing agents. 

3.6   Credibility  of GCM projections 

The Charney Report considered only 5 models, and examined the key physical features of each to assess the most realistic and robust outcome. For example, in a model simulation with excessive sea-ice extents, it was assumed that the ice-albedo effect would be exaggerated, and this bias was accounted for in the final assessment. Over time, models have increased in number (model inter-comparisons can now involve more than 20 modeling groups and 40 models) and complexity, advancing opportunities to identify the robust features of complex model simulations, but linking individual model biases to a particular model process or feature has become more difficult.  In view of this, intercomparisons increasingly make use of metrics to assess models rather than direct physical interpretation. Since there are so many potential metrics, and since different metrics often tell different stories as to which models are better or worse, a key problem for the field is to tailor metrics to particular predictions. An instructive example is Hall and Qu (2006), who show a clear relationship between simulated snow surface albedo/temperature feedback estimated from the current seasonal cycle and from climate change simulations. The climate feedback can then be calibrated using the observed seasonal cycle feedback. Research on the climatic response to the ozone hole has likewise isolated the persistence time for the Southern Annular mode as a key metric for predictions of the poleward movement of the westerlies and midlatitude storm track (Son et al, 2010). 


The report did not consider changes in regional climate. It noted that due to lack of resolution and differences in parametrizations, two models could give very different changes in regional circulations such as the monsoon and related rainfall patterns, and therefore were unreliable.  The use of regional models may improve regional detail, but is dependent on the driving model providing the correct change in large-scale circulation and with a few notable exceptions little progress has been made in identifying robust changes in regional circulations.  


Higher resolution is invaluable in distinguishing between errors that are dependent on resolution and those that are not, sharpening focus on key physically based errors. The use of ensemble simulations, sampling the structural uncertainties among the world’s climate models and also the physical uncertainties obtained by systematically perturbing individual models,  has helped identify some robust features of climate change (for example, in changes in precipitation), and prompted further research to explain the robustness in physical terms. These multi-model studies are indispensable for improving the quantification of some sources of uncertainty. However they do not necessarily produce insights into how to reduce uncertainty, unless they help in interpreting and understanding model errors or inter-model differences.  
4    Lessons from past experience and recommendations to WCRP

Looking back at the Charney report and at the progress (or lack of progress) in climate research and modelling achieved over the last few decades, several key lessons for the future can be drawn. A selection of them are highlighted below.

4.1   Several key fundamental questions raised by the Charney report remain burning issues
If the scope of current climate change assessments has broadened since the Charney report, some of the key questions recognized in 1979 as critical for assessing the effect of CO2 on climate remain  with us. At least two striking examples are worth emphasizing:


1) Climate sensitivity: 


Should global climate sensitivity continue to be a focal point for climate research since impacts of climate change are dependent on regional scale transient responses in hydrology and extreme weather, rather than the globally averaged equilibrium response? We argue that it should and that this emphasis continues to be justified. The estimate of climate sensitivity matters for the evaluation of the economic cost of climate change and the design of climate stabilization scenarios (Caldeira et al. 2003, Yohe et al. 2004). It also conditions many other aspects of climate change.

Imagine that we aggregate our estimates of the impacts of climate change on societies and ecosystems into a globally aggregated cost function, C(R). Given an ensemble of model outputs R, it is reasonable to assume that C(R) will increase with increasing climate sensitivity, as climates are pushed farther into regimes to which societies and ecosystems would adjust with greater and greater difficulty. C(R) will of course also depend on regional changes of the climate system and their specific impacts on societies and ecosystems, but these will certainly scale with climate sensitivity.  We do not have to trust detailed regional projections to make this argument, but only to assume that response magnitudes typically increase alongside the global mean temperature response, and that limits in our understanding of processes that control the equilibrium response of the system also influence its transient response (as justified by the analysis of Dufresne and Bony 2008). 

There is, in fact, considerable coherence across models in the spatial and seasonal patterns of the temperature response, understandable in part due to the land/ocean configuration, sea ice and snow cover retreat, and (in transient responses) spatial structure in the strength of coupling of shallow to deeper ocean layers. Regional hydrological changes in models are less coherent, but common features still emerge that are understandable in part as responses to the pattern of warming and the accompanying increases in total atmospheric water content, and in part as responses to the CO2 radiative forcing itself (Bony et al. 2012). Although much research is needed, we can hope to understand changes in weather extremes, in turn, as reactions to these changes in the larger scale temperature and water vapor environment and to changes in surface energy balances.  We conclude that climate sensitivity continues to be a centrally important measure of the size, and significance, of climate response to CO2.  The aggregated impacts of climate change can be expected to scale superlinearly with climate sensitivity. 

2) “Inaccuracies of general circulation models are revealed much more in their regional climates owing to shortcomings in the representation of physical processes and the lack of resolution. The modelling of clouds remains one of the weakest links in the general circulation modelling efforts”.

As reaffirmed by a recent survey on “climate and weather models development and evaluation” organized across the World Climate and Weather Research Programmes (Pirani, Bony, Jakob and van den Hurk, personal communication), model errors and biases remain a key limitation of the skill of model predictions over a wide range of time (weather to decadal) and space (regional to planetary) scales. It is not a new story, and the increase of model complexity has not solved the problem; on the contrary, shortcomings in the representation of basic fundamental processes such as convection, clouds and precipitation or ocean mixing often amplify the uncertainty associated with more complex processes added to make models more comprehensive. For example, inaccurate representations of clouds and moist processes lead to precipitation errors which may result in inaccurate atmospheric loadings of aerosols or chemical species, inaccurate climate-carbon feedbacks over land, the wrong regional impacts of climate change, and so on. 


There is ample evidence that the increase in resolution (horizontal and vertical) is beneficial for some aspects of climate modelling (e.g., the latitudinal position of jets and storm tracks or the magnitude of extreme events) that matter for regional climate projections. However, many model biases turn out to be fairly insensitive to resolution and seem rather rooted in the physical content of models, although separating the role of dynamical errors from physical errors through use of high resolution models or short initialized forecasts (e.g., Boyle and Klein 2010) has helped to elucidate this. Promoting improvements in the representation of basic physical processes in GCMs thus remains a crucial necessity. 

Relatively little was known at the time of the Charney report about how clouds and convection couple to the  climate system let alone why or how this picture might change. However, coming as it did at the dawn of the satellite era, and in the early days of cloud-resolving modelling studies, it is interesting that the report did not emphasize the importance of these emerging technologies for our understanding of the susceptibility of the climate system to cloud changes (e.g., Hartmann and Short 1980; Held et al. 1993). Indeed the reports oversight in this respect is matched only by its prescience in recognizing the extent to which the modelling of clouds would remain one of the “weakest links in the general circulation modelling efforts”. To narrow the uncertainty in estimates of the response of the climate system to increasing concentration of greenhouse gases will require a determined effort to address this “weak link.” Our best hope of doing so is to connect the revolution the Charney report missed with the crisis it anticipated. 

4.2   Improvements of long-term climate change assessments disproportionately depend on the development of physical understanding
The pressure put on the scientific community to provide improved assessments of how climate will change in the future, including at the regional scale, has never been as high as it is today. Climate models play a key role in these assessments, and conventional wisdom often suggests that models of highest realism (higher resolution, more complexity) are likely to have wider and better predictive capabilities. Consequently, Earth System Models increasingly contribute to climate change assessments, especially in the 5th round of the Coupled Model Intercomparison Project (CMIP5). However, past experience shows that the spread of GCM projections did not decrease as they became more complex; instead this complexity (e.g. climate-carbon cycle feedbacks) introduces new uncertainties often by amplifying existing uncertainty.


About the large uncertainties associated with regional climate projections from GCMs, the Charney report stated its authors’ optimistic belief that “this situation may be expected to improve gradually as greater scientific understanding is acquired and faster computers are built”. Previous discussion (section 3.6) suggests that increased computing resources (necessary to increase resolution, complexity and the number of ensemble simulations) have helped to confirm inferences from simple models or back-of-the-envelope estimates (e.g. the “dry get drier, wet get wetter” behaviour of large-scale precipitation changes or the poleward shift of the storm tracks in a warmer climate), and thus have increased our confidence in the credibility of some robust aspects of the climate change signal. However, the current difficulty of identifying robust changes in regional circulations (e.g. monsoons) or phenomena (e.g. El-Nino) suggests that improved assessments of many aspects of regional climate change will depend more on our ability to develop greater scientific understanding than to acquire faster computers. 

Looking into the future, many hold out hope for global non-hydrostatic atmospheric modeling in which the energy-containing eddies or dominating deep moist convection begin to be resolved explicitly, and for global ocean models with more explicit representations of mesoscale eddy spectrum. These efforts do need to be pushed vigorously, but what we already know of the importance of turbulence within clouds, cloud microphysical assumptions, small-scale ocean mixing, and the biological complexity of land carbon cycling indicate that increasing resolution alone will not be a panacea.

Progress should be measured not by the complexity of our models, but rather the clarity of the concepts they are used to help develop.  This inevitably requires the development and sophisticated use of a spectrum of models and experimental frameworks, designed to adumbrate the basic processes governing the dynamics of the climate system (Fig. 4). This point of view gains weight when it is realized that unlike in numerical weather prediction (for which fairly direct evaluations of the predictive abilities of models are possible), observational tests applied to climate models are not adequate for constraining the long-term climate response to anthropogenic forcings. Indeed observations are generally not fully discriminating of long-term climate projections (Fig. 3). How well a model encapsulates the present state of the climate system, a question to which more ‘realistic’ models lend themselves, provides an insufficient measure of how well such models can represent hypothesized changes in the climate system. Paleoclimatic studies, while invaluable in providing additional constraints, also do not provide close enough analogues to fully discriminate between alternative futures. The outcome of humanities ongoing and inadvertent experiment on the Earth’s climate may come too late help us usefully discriminate among models. Hence the reliability of our models will remain difficult to establish and the confidence in our predictions will remain disproportionately dependent on the development of understanding.

The formulation of clear hypotheses about mechanisms or processes thought to be critical for climate feedbacks or climate dynamics helps make complex problems more tractable and encourages the development of targeted observational tests. Moreover, it helps define how the wealth of available observations may be used to address key climate questions and evaluate models through relevant observational tests (Fig. 3). For instance, Hartmann and Larson (2002) formulated the Fixed Anvil Temperature hypothesis to explain and predict the response of upper-level clouds and associated radiative feedbacks in climate change. The support of this hypothesis by several observational (e.g. Eitzen et al. 2009) and numerical investigations with idealized high-resolution process models (Kuang and Hartmann 2007) together with its connection to basic physical principles gives us confidence in at least one component of the positive cloud feedback in models  under global warming (Zelinka and Hartmann 2010). Similarly, the recent recognition of the fast response of clouds to CO2 radiative forcing (Gregory and Webb 2008; Colman and McAvaney 2009) promises progress in our understanding of the cloud response to climate change and our interpretation of inter-model differences in climate sensitivity. Thus we see many reasons for confidence that progress will be made on pieces of the “cloud problem” -- as for numerous other problems -- seasoned by a realization of many remaining difficulties. 


The long-term robustness of the Charney report's conclusions actually demonstrates the power of physical understanding combined with judicious use of simple and complex models in making high-quality assessments of future climate change several decades in advance.

4.3   The balance between prediction and understanding should be improved in climate modelling
With the growing use of numerical modelling in meteorology, a vigorous debate emerged in the 1950s and 60s (between J. Charney, A. Eliassen and E. Lorentz among others) around the question of whether atmospheric models were to be used mainly for prediction or for understanding (see Dahan-Dalmedico 2001 for an analysis of this debate). A similar debate remains very much alive today with regard to climate change research. As discussed by Held (2005), one witnesses a growing gap between simulation and understanding.

Communication with scientists, stakeholders and society about the reasons for our confidence (or lack of confidence) in different aspects of climate change modelling remains a very difficult task. This level of confidence is based on an elaborate assessment combining physical arguments and a complex appreciation of the various strengths and limits of model capabilities. Improving our physical interpretation of climate change and of the different model results would greatly facilitate this communication. In particular it would help in conveying the idea that the evolution of climate change assessments resembles more the construction of a puzzle in which a number of key pieces are already in place than a house of cards in which a new piece of data can easily destroy the entire edifice. 


Consistent with previous discussions recognizing the crucial importance of physical understanding in the elaboration of climate change assessments, our research community should strive to fill this gap. For instance, graduate education in climate science should promote the use of a spectrum of models and theories to address scientific issues and interpret the results from complex models. Besides the basic need to promote fundamental research, filling the gap between simulation and understanding also implies a number of adjustments or practical recommendations to the climate modelling community.

4.4   Recommendations :

The lessons discussed above lead us to the following recommendations: 

1. Recognize the necessity of better understanding how the Earth system works in terms of basic physical principles as elucidated through the use of a spectrum of models, theories and concepts of different complexities. So doing requires the community to avoid the illusion that progress in climate change assessments necessitates the growth in complexity of the models upon which they are based.  Thirty years of experience in climate change research suggests that a lack of understanding continues to be the greatest obstacle to our progress, and that often what is left out of a model is a better indication of our understanding than what is put in to it. In striving to connect our climate projections to our understanding (what we call the Platonosphere in Fig. 4), the promotion and inclusion of highly idealized or simplified experiments in model intercomparison projects must play a vital role. Very comprehensive and complex modeling plays a vital role in this spectrum of modeling activity, but it should not be thought of as an end in itself, subsuming all other climate modeling studies.

2. Promote research devoted to better understanding interactions between cloud and moist processes, the general circulation and radiative forcings. Research since the Charney report has shown us that such an understanding is key (i) to better assess how anthropogenic forcings will affect the hydrological cycle, large-scale patterns and regional changes in precipitation, and natural modes of climate variability; (ii) to interpret systematic biases of model simulations at regional and planetary scales; (iii) to understand teleconnection mechanisms and potential sources of climate predictability over a large range of time scales (intraseasonal to decadal); and (iv) to understand and predict biogeochemical feedbacks in the climate system.

3. Promote research that improves the physical content of comprehensive GCMs, especially in the representation of fundamental processes such as convection, clouds, ocean mixing and land hydrology. So doing is necessary to address the gaps in our understanding, as in many respects our models remain inadequate to address important questions raised in our first two recommendations.  More generally, model failures to simulate observed climate features should be viewed as  opportunities to improve our understanding of climate, and to improve our assessment of the reliability of model projections. WCRP should be pro-active in encouraging the community to tackle long-standing, difficult problems in addition to new uncharted problems. A strategy for doing so may include Climate Process Teams now in use in the USA.

4. Prioritize community efforts and experimental methodologies that help identify which processes are robust vs which lead to the greatest uncertainty in projections and use this information to communicate with society, to guide future research and to identify needs for specific observations. When analyzing climate projections from multi-model ensembles, a greater emphasis should be placed on identifying robust behaviours and interpreting them based on physical principles. The analysis of inter-model differences should also be encouraged, particularly to the extent that such analyses advance a physical interpretation of the differences among models. For this purpose, fostering creativity and developing new approaches or analysis methods that connect the behavior of complex models to concepts, theories or the behaviour of simpler model results should be strongly encouraged.  This process of distillation is central to the scientific process, and thus vital for our discipline.
5    Conclusion  

Societal demands for useful regional predictions are commensurate to the great scientific challenge that the climate research community has to address. Climate prediction is still very much a research topic. Unlike weather prediction, there are limited opportunities to evaluate predictions against observed changes, and there is little evidence so far that increased resolution and complexity of climate models helps to narrow uncertainties in climate projections. Hence, and as demonstrated by the impressive robustness of the Charney report's conclusions, in the foreseeable future the credibility of model projections and our ability to anticipate future climate changes will depend primarily on our ability to improve basic physical understanding about how the climate system works. 


Climate modelling, together with observations and theory, plays an essential role in this endeavour. In particular, our ability to better understand climate dynamics and physics will depend on efforts to improve the physical basis of general circulation models, to develop and use a spectrum of models of different complexities and resolutions, and to design simplified numerical experiments focused on specific scientific questions. Accelerating progress in climate science and in the quality of climate change assessments, should not only benefit scientific knowledge but also climate services and all sectors of our society that need guidance about future climate changes.  One aspect of basic research that is often overlooked, is its role in providing a framework for answering questions that policy makers have yet to think of – in this respect the search for understanding is crucial to the general social development.   


Finally, and more practically, to ensure that the frequency of assessments is consistent with the rate of scientific progress, which may vary from one topic to another, we suggest that in the future, the World Climate Research Programme play a larger role in organizing focused scientific assessments associated with specific aspects of climate change. 
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Figure 1. Atmospheric CO2 concentration future projections assuming, as in the Charney report, future anthropogenic emissions to increase at a rate of 4% per year (blue), 2% per year (red) or to remain constant (green). Also shown (dotted lines) are the projected concentrations for these 3 cases accounting for a positive climate-carbon feedback, absent from the Charney’s calculations. The observed CO2 concentrations, and the 21st century CO2 concentrations projected for the 4 Representative Concentration Pathways (RCPs) used in CMIP5 are shown in black symbols.
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Figure 2. Understanding and quantifying the ocean's role in climate change involves a variety of questions related to how physical processes impact the movement of tracers (e.g., heat, salt, carbon, nutrients) across the upper ocean interface and within the ocean interior.  In general, processes move tracers across density surface (dianeutrally) or along neutral surfaces (epineutrally), with epineutral processes dominant in the interior, yet dianeutral processes directly impacting vertical stratification. This figure provides a schematic of such processes, including turbulent air-sea exchanges and upper ocean wave breaking and Langmuir circulations; gyre-scale, mesoscale, and submesoscale transport; high latitude convective and downslope shelf ventilation; and mixing induced by breaking internal gravity waves energized by winds and tides. Nearly all such processes are subgrid scale for present day global ocean climate simulations.  The formulation of sensible parameterizations, including schemes that remain relevant under a changing climate (e.g.,modifications to stratification), remains a key focus of oceanographic research efforts.
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Figure 2. Understanding and quantifying the ocean's role in climate change involves a variety of questions related to how physical processes impact the movement of tracers (e.g., heat, salt, carbon, nutrients) across the upper ocean interface and within the ocean interior. In general, processes move tracers across density surface (dianeutrally) or along neutral surfaces (epineutrally), with epineutral processes dominant in the interior, yet dianeutral processes directly impacting vertical stratification. This figure provides a schematic of such processes, including turbulent airsea exchanges and upper ocean wave breaking and Langmuir circulations; gyrescale, mesoscale, and submesoscale transport; high latitude convective and downslope shelf ventilation; and mixing induced by breaking internal gravity waves energized by winds and tides. Nearly all such processes are subgrid scale for present day global ocean climate simulations. The formulation of sensible parameterizations, including schemes that remain relevant under a changing climate (e.g.,modifications to stratification), remains a key focus of oceanographic research efforts.
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Figure 3. Unlike weather prediction, there are limited opportunities to evaluate long-term projections (or climate sensitivity as an example) using observations. Multi model analysis show that many of the observational tests applied to climate models are not discriminating of long-term projections and may not be adequate for constraining them. Short-term climate variations may not be considered as an analog of the long-term response to anthropogenic forcings as the processes that primarily control the short-term climate variations may differ from those that dominate the long-term response. By improving our physical understanding of how the climate system works using  observations, theory and modelling, we will better identify the processes which are likely to be key players in the long-term climate response. It will help to determine how to use observations for constraining the long-term response. 

Figure 4. Distribution of models in a space defined by increasing model simplicity (relative to the system it aims to represent) on the vertical axis and system complexity on the horizontal axis. Our attempt to realistically represent the earth system is both computationally and conceptually limited, and conceptual problems that arise in less realistic models are compounded as we move to complex models, with the result being that adding more complexity to models does not make necessarily make them more realistic, or bring them closer to the earth system. Understanding is developed by working outward from a particular starting point, through a spectrum of models, toward the Platonosphere, which is the realm of the Laws. Reliability is measured by empirical adequacy of our models, which is manifest in the fidelity of their predictions to the world as we know it. To accelerate progress we should work to close conceptual gaps at their source, and try to advance understanding by developing a conceptual framework that allows us to connect behavior among models with differing amounts of realism/simplification. As time and technical capacity evolve models may move around in this abstraction-complexity space.  
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